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CARIAD TRANSFORMS

Customer
Experience

Product
Offers

Business
Models

Vehicle
Platforms

Supply
Chains

…

Processes

CARIAD does 
not only deliver 
software. 
It reinvents 
mobility and the 
way Volkswagen 
works

We deliver Volkswagen’s answer to the digitalization of mobility

1. Introduction – CARIAD



Our Solutions
Our solutions are structured in technology domains and product enablers

1. Introduction – CARIAD
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Intelligent Body & Cockpit Autonomous Driving Vehicle Motion & Energy Digital Business & Mobility 
Services

Vehicle Platform &
Operating Systems Chief Security Office Architecture Integration PMT

(Processes, Methods & Tools Embedded Quality
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Automated Driving and AI
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Processing chain of autonomous driving & the use of AI along

2. DNNs and Safety in Automated Driving

UTILIZATION
OF AI
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Car2x

AI

• Near real time 
(20Hz)

• Multi sensor
• Redundancy

GRID MAP

OBJECT DETECTION

LANE DETECTION

MAPS & LOCALIZATION

ENVIRONMENT MODEL SCENE UNDERSTANDING & 
PREDICTION DRIVING FUNCTION CONTROLLER

LOCALIZATION

MAPS ROAD GRAPH TRAJECTORY PLANNING CONTROLLINGVALIDATION & 
STABILIZATION

INTENTION DETECTION 
& PREDICTION

PERCEPTION

http://litbimg3.rightinthebox.com/images/384x384/201401/qlppme1389320644905.jpg


Arguing Safety in Automated Driving Systems
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AI goes safety critical

2. DNNs and Safety in Automated Driving

CENTRAL CHALLENGE COMPLEXITY DRIVERS

Mere driving will not suffice to plausibilize
safety – particularly challenging with respect to software 
updates over time. “Black-Box” approach seems 
impracticable

Handling complexity of the driving 
environment – open world, unknown unknowns, etc.

Need for continual safety monitoring & 
assurance – continuous monitoring

SAFETY
(FuSa + SOTIF)

Central Challenge in bringing 
highly automated driving on the 

road.
Argument on safe functioning 

needed to allow for acceptance & 
road permission



Arguing Safety in Automated Driving Systems
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Standardization Activities

2. DNNs and Safety in Automated Driving

EXISTING STANDARDS WORK IN PROGRESSADDITIONAL NORMS & DOCUMENTS

• E/E failures

• Classification in ASIL-Levels

• No defined ML-specifics (in 
discussion for the 3rd

edition)

• Behavioral safety 
(describing performance 
limitations and triggering 
conditions alongside 
mitigation techniques)

• Highly relevant for non-fully 
specified perception 
systems for which DNNs 
seem to be standard

• Safety alongside 
development process - Level-
4 specific, more AI details

• Focus within the development 
process – reporting on design 
decisions with respect to raise 
resulting safety is key  

• Consequently: yielding need 
for a strong traceability of 
performance and 
safety evidence to 
development decisions.

Approaching standards for 
dependability of AI:

• ISO/IEC JTC1 SC42 activities 
(ISO TR5469, ISO/IEC TR 
24029)

• ASAM working groups

• ISO TR 4804

• ISO TS 5083

• ISO NWIP Road Vehicles: 
Safety & AI

SOTIF
ISO 21448

ISO Activities
+

ASAM working groups
UL4600
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KI-Absicherung Project & Approach

Acknowledgement: The research leading to these results is funded by the German Federal Ministry for Economic Affairs and Energy within the project “Methoden und Maßnahmen zur Absicherung
von KI basierten Wahrnehmungsfunktionen für das automatisierte Fahren (KI-Absicherung)". The authors would like to thank the consortium for the successful cooperation.

The results, opinions and conclusions expressed 
in this publication are not necessarily those of 
Volkswagen Aktiengesellschaft.

http://www.ki-absicherung-projekt.de/


Making the safety of AI-based 
function modules for highly 
automated driving verifiable

Pedestrian detection
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Challenge

KI Absicherung Gemeinsame Sprache

Absicherungsmethodik für 
sicherheitsrelevante KI-Module

Promising new technology with
unimagined possibilities

Established safety processes cannot
be applied

Safe, trustworthy driving function

Safety
LandAI Land

Industry consensus (Safe AI): Methodology for
joint safety argumentation

Pixabay Pixabay
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OEMs

Tiers

Technology Provider

Research Institutes

Universitys

External Partners

Consortium
Lead: 

Volkswagen AG

Co - Lead: 
Fraunhofer IAIS

Duration: 36 
month

01.07.2019 –
20.06.2022

24 Partners

Budget: 
41 Mil. €

BMWi Fundinng: 
19.2 Mil. € 

Our Team: Experts from AI, Safety and Virtual Reality

1
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Our Approach: Specification
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Pre-
processing
of sensor
output

Camera
Pedestrian
Detection

(DNN)

Post-
processing
of the DNN 

output

Supervisor/
Plausibility

Check

Monitor

ODD

System Architecture

Function

Pixabay



Our Approach: AI Function Pedestrian detection
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Opel

BMW

ODD

AI Function

System Architecture

Function

Semantic Segmentation

Intel

2D Bounding Box Detection

Opel

Instance Segmentation

ZF

3D Bounding Box Detection

BMW

3D Pose estimation

Uni Heidelberg



Modeldesign

Training

ML-Daten 

BIT TS

Our Approach: Synthetic Data and ML-Lifecycle
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[Mackevision]

Volkswagen AG Volkswagen AG

BIT TS

Model design

Training

Pre-Processing

ML-Data 

Test/ V&V incl. Data 

Maintenance

Monitoring

Post-Processing 

M
L LIFECYCLE



Test/ V&V inkl. Daten 

Our Approach: ML-Lifecycle-Validation data
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Absicherungs-

Daten

Mackevision Mackevision

Model design

Training

Pre-Processing

ML-Data 

Test/ V&V incl. Daten 

Maintenance

Monitoring

Post-Processing 

M
L LIFECYCLE

Continuous process for identification, specification and generation of synthetic 
data  



Safety and Risk
AnalysisSafety goal 2Safety goal 2

Safety analysis 
(HARA, GSA, …)

Safety goals

Hazards / Risks

Safety Standards 
(ISO26262, SOTIF…)

Safety Argumentation

Safety requ. 2Safety requ. 2Safety 
requirements

Evidence strategy

Assurance Case (in GSN)

Safety methods

Best practices

Assumptions / context

DNN-specific Safety
Concerns

 Data, DNN and
Metrics

Our Approach: Big picture
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AI- based Function

Specification

ODD / ground context
(spec)

(AI-)Function (spec)

System architecture
(spec)

Customer-facing
functionality (spec)

ML model training

Train/dev data 
spec + acquisition

Pre-processing

Monitoring

Test / V&V 
(incl. validation data)

M
L LIFECYCLE

ML model design

Post-Processing

Maintenance

Metrics Metrics MetricsMetrics

Architecture 
Measures

DNN 
Measures

Testing 
Measures

Data 
Measures

Safety Measures & Metrics

DNN insuffiency:
Insufficient generali-

zation capability

Evidence
Safety 

Measures

Metrics 
(quantitative 
& qualitative)

M. Mock et al.: An Integrated Approach to a Safety Argumentation for AI-based Perception Functions in 
Automated Driving, WAISE @SafeCOMP 2021)



Our Approach: DNN-specific Safety Concerns (1/2)
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False
negative

e.g., fog, snow, 
camera issues

We define DNN-specific Safety Concerns (SCs) as underlying issues of DNN-based perception 
which may negatively affect the safety of a system.

Functional Insufficiency
according to ISO/PAS 21448

DNN-characteristics-
related concerns

Data-related concerns

Metric-related
concerns



DNN-specific Safety Concerns

Functional
Insufficiencies

DNN-
characteristics-

related
concerns

Data-related
concerns

Metric-related
concerns

Based on:

O.Willers, S. Sudholt, S. 
Raafatnia, S. Abrecht: Safety 
Concerns and Mitigation 
Approaches Regarding the Use 
of Deep Learning in Safety-
Critical Perception Tasks

T. Sämann, P.Schlicht, F. 
Hüger: Strategy to Increase 
the Safety of a DNN-based 
Perception for HAD Systems

G. Schwalbe, B. Knie, T. 
Sämann, T. Dobberphul, L. 
Gauerhof, S., V. Rocco: 
Structuring the Safety 
Argumentation for Deep 
Neural Network Based 
Perception in Automotive 
Applications
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http://www.ki-absicherung-projekt.de/


Our Approach: Identify, Measure and & Counteract 
„DNN-specific Safety Concerns” via MC dropout
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DNN-specific safety concern:
• Unreliable Confidence

Information of DNNs

Method: 
• Assessment of uncertainty: 

Stochastic evaluation of a 
multitude of model variations 
(Monte Carlo Dropout)

• Usage at design-time or run-time



Our Approach: Identify, Measure and & Counteract 
„DNN-specific Safety Concerns”

• Adressing “Brittleness of DNNs” (Example)

• Requirement: Robustness = Performance even 
under reasonable perturbations (gained from 
ODD definition, data analysis and sensor specs)

• Metric: Performance under corruption

• Methods (e.g.)

• Augmentation Training (AugMix)
• From a Fourier-Domain Perspective on 

Adversarial Examples to a Wiener Filter 
Defense for Semantic Segmentation

• Evidence: Effectiveness of measure via metric

23

neurocat



Our Approach: Identify, Measure and & Counteract 
„DNN-specific Safety Concerns” via AugMix

+ Improved robustness
+ Improved generalization
+ Data efficient augmentation
strategy

Training

Combined
using AugMix

Evaluation on 14 
unseen „real-world“ 

corruptions

AugMix: A Simple Data Processing Method to Improve Robustness and Uncertainty, D. Hendrycks et al, 
https://arxiv.org/abs/1912.02781
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Our Approach: Identify, Measure and & Counteract 
„DNN-specific Safety Concerns” via AugMix

25



Our Approach: Identify, Measure and & Counteract 
„DNN-specific Safety Concerns”

DFT IDFT

Adversarial examples
are imperceptible in 
the spatial domain

Strong visible 
artifacts in the 
frequency domain

Spatial domain
Frequency domain

These artifacts are 
image-type and
attack-type independent

Averaged over 2975 images

Momentum
FGSM

Metzen LLM Iterative Mirror Mopuri

From a Fourier-Domain Perspective on Adversarial Examples to a Wiener Filter Defense for Semantic 
Segmentation, N. Kapoor et al. https://arxiv.org/abs/2012.01558
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Our Approach: Identify, Measure and & Counteract 
„DNN-specific Safety Concerns” via Wiener Filters

Denoising
Module

Target 
DNN

Attacked or clean image Input Pre-processor Perception DNN Robust Segmentation

Wiener Filters (WF) as an online denoising module
Steps:
1. Convert input image to DFT domain.
2. Apply pre-computed WF as a multiplicative filter.
3. Convert to spatial domain using IDFT.
4. Feed image to target DNN.

Convert to
frequency

domain

Convert to
spatial
domain

From a Fourier-Domain Perspective on Adversarial Examples to a Wiener Filter Defense for Semantic 
Segmentation, N. Kapoor et al. https://arxiv.org/abs/2012.01558

27



Our Approach: Explore Mechanisms!

• Heatmap-based Attention Consistency Validation

• Mixture of Experts

• Domain Randomization in Optimized Dataset Selection

• MC Dropout

• Uncertainties For Anomaly Detection

• Hybrid Learning using Concept Enforcement

• Active Learning

• Adverserial Training

• Hybrid and robustness-focussed Compression

• …

28

Approx 80 
Mechanisms are
developed and

evaluated

Survey: available at 
https://www.ki-absicherung-projekt.de/



Safety and Risk
AnalysisSafety goal 2Safety goal 2

Safety analysis 
(HARA, GSA, …)

Safety goals

Hazards / Risks

Safety Standards 
(ISO26262, SOTIF…)

Safety Argumentation

Safety requ. 2Safety requ. 2Safety 
requirements

Evidence strategy

Assurance Case (in GSN)

Safety methods

Best practices

Assumptions / context

DNN-specific Safety
Concerns

 Data, DNN and
Metrics

Our Approach: Summary
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AI- based Function

Specification

ODD / ground context
(spec)

(AI-)Function (spec)

System architecture
(spec)

Customer-facing
functionality (spec)

ML model training

Train/dev data 
spec + acquisition

Pre-processing

Monitoring

Test / V&V 
(incl. validation data)

M
L LIFECYCLE

ML model design

Post-Processing

Maintenance

Metrics Metrics MetricsMetrics

Architecture 
Measures

DNN 
Measures

Testing 
Measures

Data 
Measures

Safety Measures & Metrics

DNN insuffiency:
Insufficient generali-

zation capability

Evidence
Safety 

Measures

Metrics 
(quantitative 
& qualitative)

M. Mock et al.: An Integrated Approach to a Safety Argumentation for AI-based Perception Functions in 
Automated Driving, WAISE @SafeCOMP 2021)



Our Approach: Evidence Workstreams
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AI Land Safety Land

Mech. 1

Mech. 2

Mech. 3

Mech. 4

Mech. 5

Metric 2 Mini-GSN 2
Test strategy 2

Method 
developer

Safety 
buddy

Test 
buddy

Empowering experts from safety engineering and ML to produce measures and evidences

S. Burton et al (2022): Evidences for the Assurance Case, to be published
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• Safe AI is a central challenge for 
highly automated driving

• KI-Absicherung provides an approach 
for Safe AI

• Approach may serve as template for 
the industry and beyond 

• Deep integration of AI-specifics into 
development PMT is necessary 
(continuous assurance of AI)

Summary

32

Findings & Consequences



We transform automotive mobility

Contact:

Fabian Hüger

Artificial Intelligence Safety
@Volkswagen CARIAD

Contact: fabian.hueger@volkswagen.de 

https://scholar.google.de/citations?user=lSPOi1UAAAAJ

http://www.ki-absicherung-projekt.de/


We transform automotive mobility

Thank you!

QUESTIONS?
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